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Predicting Breast Screening Attendance Using Machine Learning Techniques

Vikraman Baskaran, Aziz Guergachi, Member, IEEE, Rajeev K. Bali, Senior Member, IEEE, and Raouf N. G. Naguib, Senior Member, IEEE

Abstract—Machine learning-based prediction has been effectively applied for many healthcare applications. Predicting breast screening attendance using machine learning (prior to the actual mammogram) is a new field. This paper presents a new predictor attributes for such an algorithm. It describes a new hybrid algorithm that relies on back-propagation and radial basis function-based neural networks for prediction. The algorithm has been developed in an open source-based environment. The algorithm was tested on a 13-year dataset (1995–2008). This paper compares the algorithm and validates its accuracy and efficiency with different platforms. Nearly 80% accuracy and 88% positive predictive value and sensitivity were recorded for the algorithm. The results were encouraging; 40–50% of negative predictive value and specificity warrant further work. Preliminary results were promising and provided ample amount of reasons for testing the algorithm on a larger scale.

Index Terms—Breast screening, cancer, machine learning, neural networks, prediction, screening attendance.

I. INTRODUCTION

Breast cancer is the most common cancer for women in North America [1]. In the U.K., over 40,000 women are being diagnosed with breast cancer each year [2], [3]. Mortality due to breast cancer is also one of the highest in the world [1], [4], and is the second highest of all cancers in the Canada [7]. Breast cancer should ideally be diagnosed at the earlier stages of its development to considerably reduce mortality. Possible treatments include removing or destroying the cancer cells to avoid the spread of the affected cells. Breast self-examination is an effective and noninvasive type of checking for any lumps in the breast tissue. Unfortunately, this greatly depends on the size of the lump, technique, and experience in carrying out a self-examination procedure by a woman [9]. An ultrasound test, examining breast tissue using sound waves, can be utilized to detect lumps but this is usually suited for women aged below 35 owing to the higher density of breast tissue [1]. Having a tissue biopsy via a fine needle aspiration or an excision is often used to examine the cells histopathologically and to diagnose if the growth, lump, is benign or cancerous. These investigations are mostly employed in treatments or post-treatment examination and as second rung diagnostic confirmation methods [10]. Performing a computed tomography or an MRI scan would result in a thorough examination of the breast tissue but these techniques are not favored due to reasons which include cost, needs preparation, noise, time, and images that may not be clear [10].

Mammography is a technique for detecting breast tissue lumps using a low dosage of X-ray. This technique can even detect a 3-mm-sized lump. The X-ray image of the breast tissue is captured and the image is thoroughly read by experienced radiologists and specialist mammogram readers [10]. Preliminary research suggests that women aged 50 and above are more susceptible to breast cancer; mammography is more suited to women in this age range due to the lower density of breast tissue [11]. Even though mammography has its critics—mainly due to its high rate of false positives and false negatives [13]—it has become the standard procedure for screening women by the NHS National Breast Screening Program in the U.K. [3], [15].

Mammography is the best and most viable tool for mass screening to detect cancer in the breast at an early stage [17]; however, the effectiveness of diagnosis through screening is directly dependent on the percentage of women attending the screening program [18]–[20]. The NHS Breast Screening Program, catering to the entire eligible women population, is funded by the Department of Health in the U.K. It covers 2.5 million women every year and detected nearly 16,500 cancers in the screened population for the year 2007–2008 [3]. Currently, the screening program routinely screens women between the ages 50 and 70.

Early breast cancer detection through screening is fundamental for increasing the efficacy of cancer treatment [11], [21]. Mammography has been accepted as the best and most economically viable tool for population screening [22]. Maximizing coverage for the target population is crucial for the success of such screening programs [11]. Currently, the breast cancer screening attendance rates are below expectations in many countries that have publicly funded healthcare programs [24]. This paper proposes a set of protocols to increase breast screening attendance for the U.K.’s NHS breast screening program. Based on this protocol, a new software prototype was created and tested. The prototype tests the prediction algorithm and shares the prediction results with multiple healthcare stakeholders for initiating opportunistic interventions on nonattendees. This prototype is a radical new idea that uses machine learning techniques for...
II. CHALLENGE

The NHS Breast Screening Program Annual Review (2008) states that, out of invited women, only 74% attend the screening program [3]. This sizeable nonattendance could result in missed cancer detection for nearly 4,000 women (based on the cancer detection rate within screened women) [3]. This large percentage of nonattendance not only result in loss of life due to breast cancer but also result in loss of screening resources through costly imaging equipment laying idle, underutilization of specialist-imaging expertise, wasted screening slots, and so forth. Screening units are unable to arrange buffered attendees for the idle slots since the units do not know a priori which women will attend and which will not. In addition, there is a sizeable cost factor involved in sending repeat screening appointments letters to nonattending women.

Reasons for nonattendance may be largely attributed to disinterest in attending a mammography session, prior or current medical problems, and fear of X-rays [11], [24]. These reasons can be negated by proper education provided to women. Education has to be directed at explaining the advantages and importance of screening and assist in removing the sociocultural and personal barriers [25]. Other possible options include convenience in terms of time, place, and dates provided to women for encouraging their attendance. In spite of the expedient measures provided to the women, nonattendance has been a grave concern for the NHS—National Screening Program. This scenario can be properly addressed if those women who may probably not attend a screening appointment can be identified in advance so that additional resources can be directed at interventions that can increase screening attendance.

A proposal enumerating the complete software solution is summarized at the end of Section IV. The National Screening Program has been constantly striving to provide better services to the public and one of the new enhancements offered by the screening services is to increase the screening age limit from 64 to 70 [26]. This effectively increases the number of screening episodes and results in augmenting the need for effective use of the already stretched NHS resources. All the aforementioned factors underline the need to increase the breast screening attendance.

III. SOLUTION PROPOSED

To address these challenges, a set of protocols were developed as part of the ongoing research. The protocols are based on two components: 1) machine learning algorithms for knowledge creation; and 2) health informatics for knowledge sharing. This paper elaborates on how the prediction-based knowledge was created through a machine learning algorithm. Machine learning [Artificial Intelligence (AI)-based algorithm] was implemented through the creation of a prototype software based on open source technologies. The prototype software was automated to produce the preprocessed data and eventually normalize the data for neural network (AI) assimilation. These activities were performed sequentially without human involvement for repeatability, reliability, and accuracy.

The AI-based neural network incorporates all additional transformations that occurred within the screening process (including the change in the screening upper age limit). The prototype framework was called JAABS—Java-based attendance prediction by AI for breast screening. The prototype combines the demographic data pertaining to the nonattending women and information related to their family physician as a package. This package then triggers the generation of an electronic message based on the Health Level 7 (HL7) standards and utilizes web services as the message delivering technology. This paper focuses on the machine learning techniques used within the prototype and subsequent testing of the algorithm for its prediction accuracy.

A. Data Preprocessing Module

The prototype was constructed using two main modules: 1) data preprocessing module; and 2) AI module. The data preprocessing module (see Fig. 1) consists of “Screening office module” that accomplishes data extraction from the screening unit’s database. The demographic details for the three-year call/recall were downloaded (extraction date—Jan 2008) from the local health care authority’s database. The downloading is affected via the health link network onto a standalone system within the breast screening unit. The historical data related to screening, appointments, and results pertaining to screening women are retained within the screening unit’s “Massachusetts General Hospital Utility Multi-Programming System” (MUMPS) database. MUMPS, also known as the Oxford system, is one of the earliest programming languages used since the 1960s [27]. This language was extensively employed to write database applications explicitly for the healthcare domain.
The MUMPS database is based on the disk operating system (DOS) and employs character-based user interface for database interrogation [27]. The cumbersome DOS-based system is prone to erroneous data entry and hence warranted a change in the system. A new software package, the National Breast Screening Computing System (NBSS), was developed in 2002–2003 to address these issues [28]. This NBSS consists of a Visual Basic (VB) front end connected to a “Caché” database which is seamlessly integrated with the MUMPS database [29]. Due to the aforementioned factors, an unstable environment, thus, resulted in considerable complexities during data extraction for the current research. The screening office module (see Fig. 1) is executed with the existing software programs available in the breast screening office.

The VB front end made data extraction straightforward from the MUMPS database through Structured Query Language (SQL) queries directed at the Caché database. Currently, the breast screening office is employing “Crystal Report” (CR) as part of the NBSS to generate reports for all the screening activities, including screening, administration, invitation, etc. Part of the data preprocessing was implemented through the CR software. The screening unit had earlier indicated that the routine functioning of the screening office should not be affected during the data extraction process.

Hence, prior to data extraction, a CR template was created to reflect the format of the data to be exported (see pseudo-code 1). This template was used to export the data as a flat file to negate any system instability. All the screening units around the country were expected to have some form of minimum facility for creating datasets in a flat file format. Coupled with this, a need for a low overhead on the existing IT system and minimum additional complexities was considered as fundamental for the prototype. All the aforementioned rationale strengthened the need for adopting a compromised strategy that exports data as a flat file, so that the mode of data transfer can be standardized across the country with minimum or no interrogation with the screening database.

The SQL query generated details for all the women in as many records, pertaining to the demography and episodes. The demographic data were incomplete and only the first record of a particular woman had the complete dataset and the remaining records of the women corresponded to the historical episode details (see Table I). The women’s address and name were excluded from the study to address data protection and maintain anonymity. In spite of its necessity for the messaging module, the complete dataset was generated without the personal information of the screening women. The post code of the women is indispensable for the current study, as it generates the important predictor variable in the form of Townsend’s reference (Townsend deprivation score denotes the socioeconomic status of a given postcode) and post annum number.

To address this without compromising the research work, variables related to postcode, such as the Townsend score, post annum (post annum is an arbitrary number associated with the women’s postcode) and screening distance, were all processed to generate categorical variables within the screening unit and then the data were ported to the AI module. The individual women were identified by their SX number (pseudo-anonymised unique identifier). The AI module generated the attendance prediction, which formed the core of the knowledge transfer. The recipient of the knowledge transfer is the woman’s family physician; hence, family physician information in the form of surname, surgery address, and postcode was later collated for sending the HL7-based message.

**Pseudo-code 1.** Pseudo-code for filtering raw data and preprocessing it to generate predictor attributes and classify them based on their episode details.

```
Generate input data as flat file from "Crystal Report" template
For every record
    Separate records for each woman
    Remove duplicate episodes
    Collate episodes into one record
    Generate Townsend reference and post annum numbers
Generate attributes
Classify and save record into their respective episode groups
End
```

**Pseudo-code 2.** Pseudo-code for the AI module and results collation for the final output.

```
For each episode group
    Normalize data for AI module
    Generate networks (BPNN and RBFN) and train
    For each network
        Validate data
        Test data
        Generate screening attendance prediction
    Collate the best and save output with women’s detail
End
```

One “Record” object was associated with one or more “Episode” objects (see Fig. 2). The gaps in the demographic record have to be filled and the episode details were associated with the women’s demographic data. Exhaustive analyses of the data indicated that the CR report had duplicate episode details and are to be removed before further processing can be implemented (see Table I). Each record read from the CR report has to be first partitioned into episode details and stored as “Episode” objects. They are finally collated and associated with the women’s demographic details (represented as “Record” object). In addition to this, all the records have to be automatically validated. The earlier work by Arochenia had identified all the contributing predictor attributes through comprehensive

**TABLE I**

<table>
<thead>
<tr>
<th>Description</th>
<th>Number of records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total valid women’s record</td>
<td>159,412</td>
</tr>
<tr>
<td>Number of records deleted due to multiple entries</td>
<td>15,778</td>
</tr>
<tr>
<td>Records with missing values</td>
<td>9,799</td>
</tr>
<tr>
<td>CR template output records</td>
<td>540,539</td>
</tr>
</tbody>
</table>
Fig. 2. UML class diagram for data preprocessing module (with I/O processing submodule).

Fig. 3. UML class diagram of JAABS algorithm showing back propagation-based neural network and radial-basis function-based neural.

TABLE II
DATASET SPREAD ACROSS THE EPISODES AND ITS TRI-FURCATED DATA

<table>
<thead>
<tr>
<th>Episode number</th>
<th>Total records</th>
<th>Train set</th>
<th>Valid set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Episode 1</td>
<td>23,277</td>
<td>4653</td>
<td>4708</td>
<td>13916</td>
</tr>
<tr>
<td>Episode 2</td>
<td>33,765</td>
<td>6838</td>
<td>6734</td>
<td>20193</td>
</tr>
<tr>
<td>Episode 3</td>
<td>29497</td>
<td>5868</td>
<td>5891</td>
<td>17738</td>
</tr>
<tr>
<td>Episode 4</td>
<td>43584</td>
<td>8792</td>
<td>8839</td>
<td>25953</td>
</tr>
<tr>
<td>Episode 5</td>
<td>26669</td>
<td>5340</td>
<td>5338</td>
<td>15991</td>
</tr>
<tr>
<td>Episode 6</td>
<td>2366</td>
<td>473</td>
<td>485</td>
<td>1408</td>
</tr>
<tr>
<td>Episode 7</td>
<td>238</td>
<td>36</td>
<td>39</td>
<td>163</td>
</tr>
<tr>
<td>Episode 8</td>
<td>16</td>
<td>3</td>
<td>3</td>
<td>10</td>
</tr>
</tbody>
</table>

The data preprocessing module identified episodes with missing data and removed them from the study. In total 2% (9799) were removed as records with missing data (see Fig. 2). This dataset was then written as an in-process flat file for reference. All errors generated during the execution of the preprocessing module are written in a log (error) and is also saved as a flat file for future reference.

The data preprocessing module classified the “Record” objects based on the number of “Episode” objects it contains (see Fig. 2). This dataset was then written as an in-process flat file for reference.

The preprocessor module classifies the “Record” objects based on the number of “Episode” objects it contains (see Fig. 2). This dataset was then written as an in-process flat file for reference.

The data preprocessing module classified the “Record” objects based on the number of “Episode” objects it contains (see Fig. 2). This dataset was then written as an in-process flat file for reference.

The data preprocessing module identified episodes with missing data and removed them from the study. In total 2% (9799) were removed as records with missing data (see Table I). It further deleted almost 3% (15778) of the total records due to duplicate entries. The valid records constituted 86% (159412) of the extracted dataset; on average, each record had 3.2 episodes. Table II depicts the spread of data for each episode. The highest number of records was reached for the fourth episode. The first to fifth episodes had an average of 31000 records. For the remaining episodes (sixth, seventh, and eighth) the average is only 800 records. This might have a significant impact on the actual prediction capacity of the JAABS algorithm for these episodes.

B. AI Module

JAABS is the new algorithm designed and developed in a JAVA environment. As the design process was based on more of an evolutionary type, a modular design strategy was selected. This assists in parallel development of the implementation and also enables testing as modules rather than as one single monolithic program. The modular design also ensured that any additions or changes happening within the screening unit’s business logic can be implemented without affecting the other modules (see pseudo-code 2.). The “AI Module” encompasses the data normalizer; the neural networks; and the results collator (see Fig. 3). The Java-based algorithm implements two different neural networks: feed-forward back-propagation neural network (BPNN) and radial basis function neural network (RBFN).

The neural network algorithm requires the input data vector classified as binary values; hence, the input data are normalized. The input data in the RBFN are first passed through a radial basis function algorithm, to identify the clusters and assign a radius for cluster classification. These cluster centers are calculated and the real-time data are checked against these established cluster centers. Once the distance is calculated, the input dataset is then associated with its nearest cluster. These data then trigger a neural network for performing the prediction on attendance. Each episode has a different set of predictor attributes; hence, each episode is fed through separate neural networks that were trained with their respective training dataset.

The results module collects the collated prediction for each episode and submits it to a “Pooler” based classifier (see Fig. 4). The “Pooler” finds the best prediction for the given episode and generates the final prediction output based on the confidence value of the prediction. This is fed into the prediction result collator for all the input (women) based on each episode. The consolidated result is used to generate the nonattendance list and written as a flat file for processing by the “messaging module” for message generation. The final output is associated with the women’s SX number so that general physician details can be added for knowledge sharing and to initiate physician intervention.

IV. ANALYSES

The predictor attributes (PA: post annum is an arbitrary number associated with the women’s postcode, TS: Townsend deprivation score denotes the socioeconomic status of a given postcode, AttBin: previous episode’s attendance, NumTest: number of tests in the previous episodes, Cancer: denotes if cancer was diagnosed in previous episodes, FP: false positive in previous
Fig. 4. Machine learning algorithm containing artificial intelligence and results module.

### TABLE III
PREDICTOR ATTRIBUTES AND THEIR ASSOCIATION TO THE SCREENING ATTENDANCE EPISODE WISE

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Epi1</th>
<th>Epi2</th>
<th>Epi3</th>
<th>Epi4</th>
<th>Epi5</th>
<th>Epi6</th>
<th>Epi7</th>
<th>Epi8</th>
</tr>
</thead>
<tbody>
<tr>
<td>PA</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>TS</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>AttBin</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>NumTest</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Cancer</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>FP</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>HFP</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>HC</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>AttTypeBin</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>AgeBand</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Slip</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>ScrDist</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>

- ✓: Association more than 0.2
- ○: Association more than 0.1 and less than 0.2
- ●: Association more than 0.0 and less than 0.1
- ☐: No association is left blank

Episode 1 lacked the historical variables and had to rely only on demographic details. The rest of the episodes have both the demographic and historical attributes as predictors; especially the new attribute in the form of screening distance was found to increase the prediction efficiency for all the episodes. The JAABS algorithm and its predictor attributes were compared with its predecessor [AI-based attendance prediction algorithm (AI-ATT)] for validation [30]. The AI-ATT algorithm was developed in a visual modeling environment—Clementine [30]. This off-the-shelf software assisted in designing and implementing the algorithm rapidly, but created new functional challenges such as the need for licensing the software for all the screening units, specialist requirement for running the algorithm, as it was not automated, and is based on outdated data and semantics (1989–2001) to name just a few.

AI-ATT provided a baseline for comparison and a reference for validating the JAABS algorithm. To make the validation more up-to-date, the same dataset that was applied to the JAABS algorithm was also tested on Clementine (version 12.0). The dataset was tricurated into training, validating, and test sets (see Table II). The training set contained equal numbers of women categorized as attendees and nonattendees. The validating set contained data that were never exposed during the training and contained an equal number of attendees and nonattendees. The test set contained skewed data, where nonattendees were only a small proportion. This ensures that the test set reflects the real-time dataset that would also be skewed (less nonattendees). The JAABS algorithm was tested with the complete set of episodes after appropriate training and validation.
Fig. 5. ROC curve for Episodes one to eight for the machine learning algorithm.
The receiver operator characteristics (ROC) are summarized in Table IV (ACC: accuracy, NPV: negative predictive value, PPV: positive predictive value, SPC: specificity, SEN: sensitivity). The algorithm’s final prediction of the screening attendance was based on a polling strategy that relies on the prediction confidence. The accuracy of the algorithm was around 68% for the first three episodes. Episode 4 had the maximum accuracy at 79%, closely followed by the fifth episode. The accuracies of the sixth and seventh episodes were lowest (57% and 51%, respectively). The NPV was the maximum at 51% for the fifth episode. The rest of the episodes had NPV values between 41% and 47%.

Episode 7 had the lowest NPV (30%). These lower NPVs were expected as the proportion of nonattendees was lesser in the test set (unbalanced). The PPVs for the fourth and fifth episodes were higher between 83% and 87%. The remaining episodes had values in the seventies range, except for the sixth episode where it was 64%. Specificity was highest for the seventh episode at 60%, but this may not be a true indicator as this episode had only 238 records in total. The next highest value was in the fifth episode at 49%. Episodes 1, 2, and 6 had values between 40% and 45%. Episodes 3 and 4 had lower values at 26% and 37%, respectively. The sensitivity was around 80% for the first four episodes, peaking at 85% for Episode 3. The higher the training set of records, the higher the sensitivity values. Since the previous algorithm (AI-ATT) had only four episodes, the averages for the first four episodes were used for comparing the JAABS and AI-ATT algorithms. The same set of attributes, when presented to commercial software (Clementine), generated improved results (see Table IV).

The first three episodes show an almost 10% increase in accuracy. Similarly, the later episodes (Episodes 4 and 5) when predicted by the JAABS—Clementine model, on average, do 6% better than the JAABS—Java algorithm, whereas Episodes 6 and 7 illustrated the maximum difference in accuracy (10–27%); this shows that the commercial software performed better even with a reduced training dataset. The NPV was lowest for the first episode, but was double when compared to AI-ATT and nearly 10% more than JAABS (Java). The NPV for the rest of the episodes (second to fifth) was around 73%. The remainder (sixth and seventh) were at 63% and 86%, respectively. The NPV is the metric that corresponds to the prediction of nonattendance and this was much better than that achieved by the AI-ATT. Specificity is the next important measure and tests on Clementine showed promising results for all the episodes except for the first one.

The ROC curves for JAABS (Clementine) showed good prediction characteristics for all episodes except for Episode 1 (see Fig. 5). From the model’s performance perspective, all these prediction characteristics were positive. The AI model proposed (JAABS—implemented in both Java and Clementine) was consistent and even outperformed the earlier model (AI-ATT) in many aspects. This could be attributed to the larger database and more complete attribute set and even the new predictor variable (screening distance) assisting in improving the algorithm’s efficiency. The knowledge creation by applying AI (JAABS) is not only consistent, repeatable, and economical, but also ensures minimal human intervention. This is ideal for automating the whole process.

The proposed AI network (JAABS) for predicting screening nonattendance would be incorporated in a new breast screening software model that connects to the screening database to generate the screening batch. Based on the prediction, an automated message would be sent to the women’s healthcare stakeholders (GPs, nurses, and other clinical specialists). These messages would be assimilated by the clinical system used by the stakeholders and would eventually flag the women as a nonattendee.

When a woman’s clinical record is opened, a flag/pop-up window would trigger opportunistic interventions that are aimed at educating the woman. This knowledge transfer would empower the women to make an informed decision toward screening. This multistakeholder-based opportunistic intervention strategy would increase the overall breast screening attendance.

V. CONCLUSION

This paper discussed the details of how a machine learning-based prediction tool can be effectively applied to increase the breast cancer screening attendance. The need for a high degree of automation was highlighted to simplify the algorithm’s adoption; such automation would also reduce overheads and make integration as seamless as possible [31]. From the model’s performance perspective, all the prediction characteristics were positive. The machine learning-based AI model (JAABS—implemented in both Java and Clementine) proposed was consistent and even outperformed the earlier model (AI-ATT) in many aspects. The performance improvement could be attributed to the larger database, more complete attribute set, and even the new predictor variable (screening distance). The knowledge creation by applying AI (JAABS) is not only reliable, repeatable, and economical, but also ensures minimal human intervention. There is still scope for improving the prediction efficiency and this can be achieved through better predictor attributes and/or improved machine learning techniques. The former would be difficult to achieve as the data source itself may not be available but the latter would be possible as better AI models, such as support vector machines, fuzzy logic, and genetic algorithms or a combination of these, would enable further investigation for increasing the efficiency.
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Predicting Breast Screening Attendance Using Machine Learning Techniques

Vikraman Baskaran, Aziz Guergachi, Member, IEEE, Rajeev K. Bali, Senior Member, IEEE, and Raouf N. G. Naguib, Senior Member, IEEE

Abstract—Machine learning-based prediction has been effectively applied for many healthcare applications. Predicting breast screening attendance using machine learning (prior to the actual mammogram) is a new field. This paper presents new predictor attributes for such an algorithm. It describes a new hybrid algorithm that relies on back-propagation and radial basis function-based neural networks for prediction. The algorithm has been developed in an open source-based environment. The algorithm was tested on a 13-year dataset (1995–2008). This paper compares the algorithm and validates its accuracy and efficiency with different platforms. Nearly 80% accuracy and 88% positive predictive value and sensitivity were recorded for the algorithm. The results were encouraging; 40–50% of negative predictive value and specificity warrant further work. Preliminary results were promising and provided ample amount of reasons for testing the algorithm on a larger scale.

Index Terms—Breast screening, cancer, machine learning, neural networks, prediction, screening attendance.

I. INTRODUCTION

Breast cancer is the most common cancer for women in North America [1]. In the U.K., over 40,000 women are being diagnosed with breast cancer each year [2], [3]. Mortality due to breast cancer is also one of the highest in the world [1], [4], and is the second highest of all cancers in the Canada [7]. Breast cancer should ideally be diagnosed at the earlier stages of its development to considerably reduce mortality. Possible treatments include removing or destroying the cancer cells to avoid the spread of the affected cells. Breast self-examination is an effective and noninvasive type of checking for any lumps in the breast tissue. Unfortunately, this greatly depends on the size of the lump, technique, and experience in carrying out a self-examination procedure by a woman [9]. An ultrasound test, examining breast tissue using sound waves, can be utilized to detect lumps but this is usually suited for women aged below 35 owing to the higher density of breast tissue [1]. Having a tissue biopsy via a fine needle aspiration or an excision is often used to examine the cells histopathologically and to diagnose if the growth, lump, is benign or cancers. These investigations are mostly employed in treatments or post-treatment examination and as second rung diagnostic confirmation methods [10]. Performing a computed tomography or an MRI scan would result in a thorough examination of the breast tissue but these techniques are not favored due to reasons which include cost, needs preparation, noise, time, and images that may not be clear [10].

Mammography is a technique for detecting breast tissue lumps using a low dosage of X-ray. This technique can even detect a 3-mm-sized lump. The X-ray image of the breast tissue is captured and the image is thoroughly read by experienced radiologists and specialist mammogram readers [10]. Preliminary research suggests that women aged 50 and above are more susceptible to breast cancer; mammography is more suited to women in this age range due to the lower density of breast tissue [11]. Even though mammography has its critics—mainly due to its high rate of false positives and false negatives [13]—it has become the standard procedure for screening women by the NHS National Breast Screening Program in the U.K. [3], [15]. Mammography is the best and most viable tool for mass screening to detect cancer in the breast at an early stage [17]; however, the effectiveness of diagnosis through screening is directly dependent on the percentage of women attending the screening program [18]–[20]. The NHS Breast Screening Program, catering to the entire eligible women population, is funded by the Department of Health in the U.K. It covers 2.5 million women every year and detected nearly 16,500 cancers in the screened population for the year 2007–2008 [3]. Currently, the screening program routinely screens women between the ages 50 and 70.

Early breast cancer detection through screening is fundamental for increasing the efficacy of cancer treatment [11], [21]. Mammography has been accepted as the best and most economically viable tool for population screening [22]. Maximizing coverage for the target population is crucial for the success of such screening programs [11]. Currently, the breast cancer screening attendance rates are below expectations in many countries that have publicly funded healthcare programs [24]. This paper proposes a set of protocols to increase breast screening attendance for the U.K.’s NHS breast screening program. Based on this protocol, a new software prototype was created and tested. The prototype tests the prediction algorithm and shares the prediction results with multiple healthcare stakeholders for initiating opportunistic interventions on nonattendees. This prototype is a radical new idea that uses machine learning techniques for...
The NHS Breast Screening Program Annual Review (2008) states that, out of invited women, only 74% attend the screening program [3]. This sizeable nonattendance could result in missed cancer detection for nearly 4000 women (based on the cancer detection rate within screened women) [3]. This large percentage of nonattendance not only result in loss of life due to breast cancer but also result in loss of screening resources through costly imaging equipment laying idle, underutilization of specialist-imaging expertise, wasted screening slots, and so forth. Screening units are unable to arrange buffered attendees for the idle slots since the units do not know a priori which women will attend and which will not. In addition, there is a sizeable cost factor involved in sending repeat screening appointments letters to nonattending women.

Reasons for nonattendance may be largely attributed to disinterest in attending a mammography session, prior or current medical problems, and fear of X-rays [11], [24]. These reasons can be negated by proper education provided to women.

Education has to be directed at explaining the advantages and importance of screening and assist in removing the sociocultural and personal barriers [25]. Other possible options include convenience in terms of time, place, and dates provided to women for encouraging their attendance.

In spite of the expedient measures provided to the women, nonattendance has been a grave concern for the NHS—National Screening Program. This scenario can be properly addressed if those women who may probably not attend a screening appointment can be identified in advance so that additional resources can be directed at interventions that can increase screening attendance.

A proposal enumerating the complete software solution is summarized at the end of Section IV. The National Screening Program has been constantly striving to provide better services to the public and one of the new enhancements offered by the screening services is to increase the screening age limit from 64 to 70 [26]. This effectively increases the number of screening episodes and results in augmenting the need for effective use of the already stretched NHS resources. All the aforementioned factors underline the need to increase the breast screening attendance.

III. SOLUTION PROPOSED

To address these challenges, a set of protocols were developed as part of the ongoing research. The protocols are based on two components: 1) machine learning algorithms for knowledge creation; and 2) health informatics for knowledge sharing. This paper elaborates on how the prediction-based knowledge was created through a machine learning algorithm. Machine learning [Artificial Intelligence (AI)-based algorithm] was implemented through the creation of a prototype software based on open source technologies. The prototype software was automated to produce the preprocessed data and eventually normalize the data for neural network (AI) assimilation. These activities were performed sequentially without human involvement for repeatability, reliability, and accuracy.

The AI-based neural network incorporates all additional transformations that occurred within the screening process (including the change in the screening upper age limit). The prototype framework was called JAABS—Java-based attendance prediction by AI for breast screening. The prototype combines the demographic data pertaining to the nonattending women and information related to their family physician as a package. This package then triggers the generation of an electronic message based on the Health Level 7 (HL7) standards and utilizes web services as the message delivering technology. This paper focuses on the machine learning techniques used within the prototype and subsequent testing of the algorithm for its prediction accuracy.

A. Data Preprocessing Module

The prototype was constructed using two main modules: 1) data preprocessing module; and 2) AI module. The data preprocessing module (see Fig. 1) consists of “Screening office module” that accomplishes data extraction from the screening unit’s database. The demographic details for the three-year call/recall were downloaded (extraction date—Jan 2008) from the local health care authority’s database. The downloading is affected via the health link network onto a standalone system within the breast screening unit. The historical data related to screening, appointments, and results pertaining to screening women are retained within the screening unit’s “Massachusetts General Hospital Utility Multi-Programming System” (MUMPS) database. MUMPS, also known as the Oxford system, is one of the earliest programming languages used since the 1960s [27]. This language was extensively employed to write database applications explicitly for the healthcare domain.
The MUMPS database is based on the disk operating system (DOS) and employs character-based user interface for database interrogation [27]. The cumbersome DOS-based system is prone to erroneous data entry and hence warranted a change in the system. A new software package, the National Breast Screening Computer System (NBSS), was developed in 2002–2003 to address these issues [28]. This NBSS consists of a Visual Basic (VB) front end connected to a “Caché” database which is seamlessly integrated with the MUMPS database [29]. Due to the aforementioned factors, an unstable environment, thus, resulted in considerable complexities during data extraction for the current research. The screening office module (see Fig. 1) is executed with the existing software programs available in the breast screening office.

The VB front end made data extraction straightforward from the MUMPS database through Structured Query Language (SQL) queries directed at the Caché database. Currently, the breast screening office is employing “Crystal Report” (CR) as part of the NBSS to generate reports for all the screening activities, including screening, administration, invitation, etc. Part of the data preprocessing was implemented through the CR software. The screening unit had earlier indicated that the routine functioning of the screening office should not be affected during the data extraction process.

Hence, prior to data extraction, a CR template was created to reflect the format of the data to be exported (see pseudo-code 1). This template was used to export the data as a flat file to negate any system instability. All the screening units around the country were expected to have some form of minimum facility for creating datasets in a flat file format. Coupled with this, there was a need for a low overhead on the existing IT system and minimum additional complexities was considered as fundamental for the prototype. All the aforementioned rationale strengthened the need for adopting a compromised strategy that exports data as a flat file, so that the mode of data transfer can be standardized across the country with minimum or no interrogation with the screening database.

The SQL query generated details for all the women in as many records, pertaining to the demography and episodes. The demographic data were incomplete and only the first record of a particular woman had the complete dataset and the remaining records of the women corresponded to the historical episode details (see Table I). The women’s address and name were excluded from the study to address data protection and maintain anonymity. In spite of its necessity for the messaging module, the complete dataset was generated without the personal information of the screening women. The post code of the women is indispensable for the current study, as it generates the important predictor variable in the form of Townsend’s reference (Townsend deprivation score denotes the socioeconomic status of a given postcode) and post annum number.

To address this without compromising the research work, variables related to postcode, such as the Townsend score, post annum (post annum is an arbitrary number associated with the women’s postcode) and screening distance, were all processed to generate categorical variables within the screening unit and then the data were ported to the AI module. The individual women were identified by their SX number (pseudo-anonymised unique identifier). The AI module generated the attendance prediction, which formed the core of the knowledge transfer. The recipient of the knowledge transfer is the woman’s family physician; hence, family physician information in the form of surname, surgery address, and postcode was later collated for sending the HL7-based message.

Pseudo-code 1. Pseudo-code for filtering raw data and preprocessing it to generate predictor attributes and classify them based on their episode details.

**Pseudo-code 2.** Pseudo-code for the AI module and results collation for the final output.
After generating the required attributes, the preprocessor module classifies the “Record” objects based on the number of “Episode” objects it contains (see Fig. 2). This dataset was then written as an in-process flat file for reference.

All errors generated during the execution of the preprocessing module are written in a log (error) and is also saved as a flat file for future reference.

The data preprocessing module identified episodes with missing data and removed them from the study. In total 2% (9,799) were removed as records with missing data (see Table I). It further deleted almost 3% (15,778) of the total records due to duplicate entries. The valid records constituted 86% (159,412) of the extracted dataset; on an average, each record had 3.2 episodes.

Table II depicts the spread of data for each episode. The highest number of records was reached for the fourth episode. The first to fifth episodes had an average of 31,000 records. For the remaining episodes (sixth, seventh, and eighth) the average is only 800 records. This might have a significant impact on the actual prediction capacity of the JAABS algorithm for these episodes.

**TABLE II**

<table>
<thead>
<tr>
<th>Episode number</th>
<th>Total records</th>
<th>Train set</th>
<th>Valid set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Episode 1</td>
<td>23,277</td>
<td>4653</td>
<td>4708</td>
<td>13916</td>
</tr>
<tr>
<td>Episode 2</td>
<td>33,765</td>
<td>6838</td>
<td>6734</td>
<td>20193</td>
</tr>
<tr>
<td>Episode 3</td>
<td>29497</td>
<td>5868</td>
<td>5891</td>
<td>17738</td>
</tr>
<tr>
<td>Episode 4</td>
<td>43584</td>
<td>8792</td>
<td>8839</td>
<td>25953</td>
</tr>
<tr>
<td>Episode 5</td>
<td>26669</td>
<td>5340</td>
<td>5338</td>
<td>15991</td>
</tr>
<tr>
<td>Episode 6</td>
<td>2366</td>
<td>473</td>
<td>485</td>
<td>1408</td>
</tr>
<tr>
<td>Episode 7</td>
<td>238</td>
<td>36</td>
<td>39</td>
<td>163</td>
</tr>
<tr>
<td>Episode 8</td>
<td>16</td>
<td>3</td>
<td>3</td>
<td>10</td>
</tr>
</tbody>
</table>

**B. AI Module**

JAABS is the new algorithm designed and developed in a JAVA environment. As the design process was based on more of an evolutionary type, a modular design strategy was selected.

This assists in parallel development of the implementation and also enables testing as modules rather than as one single monolithic program. The modular design also ensured that any additions or changes happening within the screening unit’s business logic can be implemented without affecting the other modules (see pseudo-code 2.). The “AI Module” encompasses the data normalizer, the neural networks; and the results collator (see Fig. 3). The Java-based algorithm implements two different neural networks: feed-forward back-propagation neural network (BPNN) and radial basis function neural network (RBFN).

The neural network algorithm requires the input data vector classified as binary values; hence, the input data are normalized. The input data in the RBFN are first passed through a radial basis function algorithm, to identify the clusters and assign a radius for cluster classification. These cluster centers are calculated and the real-time data are checked against these established cluster centers. Once the distance is calculated, the input dataset is then associated with its nearest cluster. These data then trigger a neural network for performing the prediction on attendance. Each episode has a different set of predictor attributes; hence, each episode is fed through separate neural networks that were trained with their respective training dataset.

The results module collects the collated prediction for each episode and submits it to a “Pooler” based classifier (see Fig. 4). The “Pooler” finds the best prediction for the given episode and generates the final prediction output based on the confidence value of the prediction. This is fed into the prediction result collator for all the input (women) based on each episode. The consolidated result is used to generate the nonattendance list and written as a flat file for processing by the “messaging module” for message generation. The final output is associated with the women’s SX number so that general physician details can be added for knowledge sharing and to initiate physician intervention.

**IV. ANALYSES**

The predictor attributes (PA: post annum is an arbitrary number associated with the women’s postcode, TS: Townsend deprivation score denotes the socioeconomic status of a given postcode, AttBin: previous episode’s attendance, NumTest: number of tests in the previous episodes, Cancer: denotes if cancer was diagnosed in previous episodes, FP: false positive in previous
episodes, HFP: history of false positive, HC: history of cancer, AttTypeBin: type of attendance like first or later episodes, AgeBand: age categories, Slip: difference in days between screening appointment and actual screening date, ScrDist: distance traveled by the women for getting a mammogram) were initially verified for their association with the screening attendance (see Table III). The variables, being categorical, were analyzed through parameters such as Lambda, Uncertainty, Phi (\(\Phi\)), Crammer’s V, and Contingency (confidence level at 95%).

These tests for association were conducted for establishing some kind of linear relationship between the dependent and independent variables. Even though an association was not strong, it was used only to establish some form of relationship between the variables. This was used as an indication and as a first step for resolving the real problem space which is multispatial. This strategy assisted in filtering out the nonparticipating attributes and to reduce the introduction of background noise.

Episode 1 lacked the historical variables and had to rely only on demographic details. The rest of the episodes have both the demographic and historical attributes as predictors; especially the new attribute in the form of screening distance was found to increase the prediction efficiency for all the episodes. The JAABS algorithm and its predictor attributes were compared with its predecessor [AI-based attendance prediction algorithm (AI-ATT)] for validation [30]. The AI-ATT algorithm was developed in a visual modeling environment—Clementine [30]. This off-the-shelf software assisted in designing and implementing the algorithm rapidly, but created new functional challenges such as the need for licensing the software for all the screening units, specialist requirement for running the algorithm, as it was not automated, and is based on outdated data and semantics (1989–2001) to name just a few.

AI-ATT provided a base line for comparison and a reference for validating the JAABS algorithm. To make the validation more up-to-date, the same dataset that was applied to the JAABS algorithm was also tested on Clementine (version 12.0). The dataset was trifurcated into training, validating, and test sets (see Table II). The training set contained equal numbers of women categorized as attendees and nonattendees. The validating set contained data that were never exposed during the training and contained an equal number of attendees and nonattendees. The test set contained skewed data, where nonattendees were only a small proportion. This ensures that the test set reflects the real-time dataset that would also be skewed (less nonattendees). This test set contained skewed data, where nonattendees were only a small proportion. This ensures that the test set reflects the real-time dataset that would also be skewed (less nonattendees). The JAABS algorithm was tested with the complete set of episodes after appropriate training and validation.
Fig. 5. ROC curve for Episodes one to eight for the machine learning algorithm.
The receiver operator characteristics (ROC) are summarized in Table IV (ACC: accuracy, NPV: negative predictive value, PPV: positive predictive value, SPC: specificity, SEN: sensitivity). The algorithm’s final prediction of the screening attendance was based on a polling strategy that relies on the prediction confidence. The accuracy of the algorithm was around 68% for the first three episodes. Episode 4 had the maximum accuracy at 79%, closely followed by the fifth episode. The accuracies of the sixth and seventh episodes were lowest (57% and 51%, respectively). The NPV was the maximum at 51% for the fifth episode. The rest of the episodes had NPV values between 41% and 47%.

Episode 7 had the lowest NPV (30%). These lower NPVs were expected as the proportion of nonattendees was lesser in the test set (unbalanced). The PPVs for the fourth and fifth episodes were higher between 83% and 87%. The remaining episodes had values in the seventies range, except for the sixth episode where it was 64%. Specificity was highest for the seventh episode at 60%, but this may not be a true indicator as this episode had only 238 records in total. The next highest value was in the fifth episode at 49%. Episodes 1, 2, and 6 had values between 40% and 45%. Episodes 3 and 4 had lower values at 26% and 37%, respectively. The sensitivity was around 80% for the first four episodes, peaking at 85% for Episode 3. The higher the training set of records, the higher the sensitivity values. Since the previous algorithm (AI-ATT) had only four episodes, the averages for the first four episodes were used for comparing the JAABS and AI-ATT algorithms. The same set of attributes, when presented to commercial software (Clementine), generated improved results (see Table IV).

The first three episodes show an almost 10% increase in accuracy. Similarly, the later episodes (Episodes 4 and 5) when predicted by the JAABS-Clementine model, on average, do 6% better than the JAABS-Java algorithm, whereas Episodes 6 and 7 illustrated the maximum difference in accuracy (10–27%); this shows that the commercial software performed better even with a reduced training dataset. The NPV was lowest for the first episode, but was double when compared to AI-ATT and nearly 10% more than JAABS (Java). The NPV for the rest of the episodes (second to fifth) was around 73%. The remainder (sixth and seventh) were at 63% and 86%, respectively. The NPV is the metric that corresponds to the prediction of nonattendance and this was much better than that was achieved by the AI-ATT. Specificity is the next important measure and tests on Clementine showed promising results for all the episodes except for the first one.

The ROC curves for JAABS (Clementine) showed good prediction characteristics for all episodes except for Episode 1 (see Fig. 5). From the model’s performance perspective, all these prediction characteristics were positive. The AI model proposed (JAABS—implemented in both Java and Clementine) was consistent and even outperformed the earlier model (AI-ATT) in many aspects. This could be attributed to the larger database and more complete attribute set and even the new predictor variable (screening distance) assisting in improving the algorithm’s efficiency. The knowledge creation by applying AI (JAABS) is not only consistent, repeatable, and economical, but also ensures minimal human intervention. This is ideal for automating the whole process.

The proposed AI network (JAABS) for predicting screening nonattendance would be incorporated in a new breast screening software model that connects to the screening database to generate the screening batch. Based on the prediction, an automated message would be sent to the women’s healthcare stakeholders (GPs, nurses, and other clinical specialists). These messages would be assimilated by the clinical system used by the stakeholders and would eventually flag the women as a nonattendee. When a woman’s clinical record is opened, a flag/pop-up window would trigger opportunistic interventions that are aimed at educating the woman. This knowledge transfer would empower the woman to make an informed decision toward screening. This multistakeholder-based opportunistic intervention strategy would increase the overall breast screening attendance.

V. CONCLUSION

This paper discussed the details of how a machine learning-based prediction tool can be effectively applied to increase the breast cancer screening attendance. The need for a high degree of automation was highlighted to simplify the algorithm’s adoption; such automation would also reduce overheads and make integration as seamless as possible [31]. From the model’s performance perspective, all the prediction characteristics were positive. The machine learning-based AI model (JAABS—implemented in both Java and Clementine) proposed was consistent and even outperformed the earlier model (AI-ATT) in many aspects. The performance improvement could be attributed to the larger database, more complete attribute set and even the new predictor variable (screening distance). The knowledge creation by applying AI (JAABS) is not only reliable, repeatable, and economical, but also ensures minimal human intervention. There is still scope for improving the prediction efficiency and this can be achieved through better predictor attributes and/or improved machine learning techniques. The former would be difficult to achieve as the data source itself may not be available but the latter would be possible as better AI models, such as support vector machines, fuzzy logic, and genetic algorithms or a combination of these, would enable further investigation for increasing the efficiency.
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